Simulation
Methodology of Modeling Uncertainty

The Methodology of Modeling Uncertainty is described in five chapters that mainly concentrating on how to model uncertainty using probabilities and information as follows:

- **Probability Basics**: reviews fundamental probability concepts.
- **Subjective Probability**: translates beliefs & feelings about uncertainty in probability for use in decision modeling.
- **Theoretical Probability Models**: helps with representing uncertainty in decision modeling.
- **Using Data**: uses historical data for developing probability distributions.
- **Monte Carlo Simulation**: to give the decision-maker a fair idea about the probabilities associated with various outcomes.

- **Value of Information**: explores the value of information within the decision-analysis framework.

Simulation

- Simulation is a very powerful and widely used management science technique for the analysis and study of different types of systems.
- Because of complexity, stochastic relations, and so on, not all real-world problems can be represented adequately in a model form.
- Attempts to use analytical models for such systems usually require so many simplifying assumptions that the solutions are likely to be inferior of inadequate for implementation.
- Often, in such instances, the only alternative form of modeling and analysis available to the decision maker is simulation.
Simulation

Simulation may be defined as a technique that imitates the operation of a real-world system as it evolves over time. This is normally done by developing a simulation model.

A simulation model takes the form of a set of assumptions about the operation of the system, expressed as mathematical or logical relations between the objects of interest in the system.

In contrast to the exact mathematical solutions available with most analytical models, the simulation process involves executing or running the model through time, usually on a computer, to generate representative samples of the measures of performance. In this respect, simulation may be seen as a sampling experiment on the real system, with the results being sample points.

To obtain the best estimate of the mean of the measure of performance, we average the sample results. Clearly, the sample points we generate, the better our estimate will be. However, other factors, such as the starting conditions of the simulation, the length of the period being simulated, and the accuracy of the model itself, all have a bearing on how good our final estimate will be.

Advantages and Disadvantages

- The major advantage of simulation is that simulation theory is relatively straightforward.
- In general, simulation methods are easier to apply than analytical methods. Whereas analytical models may require us to make many simplifying assumptions, simulation models have few such restrictions, thereby allowing much greater flexibility in representing the real system.
- Once a model is built, it can be used repeatedly to analyze different policies, parameters, or designs.
Advantages and Disadvantages

Example:
If a business firm has a simulation model of its inventory system, various inventory policies can be tried on the model rather than taking the chance of experimenting on the real-world system. However, it must be emphasized that simulation is not an optimizing technique. It is most often used to analyze “what if” types of questions. Optimization with simulation is possible, but it is usually a slow process. Simulation can also be costly. However, with the development of special-purpose simulation languages, decreasing computational cost, and advances in simulation methodologies, the problem of cost is becoming less important.

Basic Terminology

In order to model a system, we must understand the concept of a system. Among the many different ways of defining a system, the most appropriate definition for simulation problems is the one proposed by Schmidt and Taylor (1970).

Definition:

- A **system** is a collection of entities that act and interact toward the accomplishment of some logical end.
- In practice, however, this definition generally tends to be more flexible. The exact description of the system usually depends on the objective of the simulation study. For example, what may be a system for a particular study may be only a subset of the overall system for another.
- Systems generally tend to be dynamic—their status changes over time. To describe this status, we use the concept of the state of a system.
Basic Terminology (cont’d)

Definition:
- **The state** of a system is the collection of variables necessary to describe the status of the system at any given time.
- As an example of a system, let us consider a bank. Here, the system consists of the servers and the customers waiting in line or being served. As customers arrive or depart, the status of the system changes. To describe these changes in status, we require a set of variables called the *state variables*.

Example:
- The bank’s customers may be described as the entities, and the characteristics of the customers (such as the occupation of a customer) may be defined as the attributes.
- Systems may be classified as discrete or continuous.

Basic Terminology (cont’d)

Definition:
- A **discrete system** is one in which the state variables change only at discrete or countable points in time.
- A bank is an example of a discrete system, since the state variables change only when a customer arrives or when a customer finishes being served and departs. These changes take place at discrete points in time.

Definition:
- A **continuous system** is one in which the state variables change continuously over time.
- A chemical process is an example of a continuous system. Here, the status of the system is changing continuously over time. Such systems are usually modeled using differential equations. We do not discuss any continuous systems in this chapter.
- There are two types of simulation models, static and dynamic.
Basic Terminology (cont’d)

Definition:
- A static simulation model is a representation of a system at a particular point in time. We usually refer to a static simulation as a Monte Carlo Simulation.

Definition:
- A dynamic simulation is a representation of a system as it evolves over time.
- Within these two classifications, a simulation may be deterministic or stochastic.

Definition:
- A deterministic simulation model is one that contains no random variables; e.g. profit = 45 – 20 = $25. A stochastic simulation model contains one or more random variables; e.g. profit = 45 – 20, 21, 22, 23 = either $25 or $24 or $23 or $22.
- Discrete and continuous simulation models are similar to discrete stochastic models. Such models are called discrete–event simulation models. Discrete-event simulation concerns the modeling of a stochastic system as it evolves over time by a representation in which state variables change only at discrete points in time.

An Example of a Discrete-Event Simulation

- A single-server queuing system. Customers arrive into this system from some population and either go into service immediately if the server is idle or join a waiting line (queue) if the server is busy. Examples of this kind of a system are:
  - a one-person barber shop,

    ![Barber Shop](image)

  - a small grocery store with only one checkout counter, and

    ![Grocery Store](image)

  - a single ticket counter at an airline terminal.
Simulation Process and Steps

- **Statement of objectives**
- **Model Development**
- **Data Collection and Preparation**
- **Solving the Model using Computer Program**
- **Verification**
- **Validation**
- **Documentation**
Steps of Simulation

- Formulate the problem
- Collect data and develop a model
- Computerize the model
- Design the experiment
- Perform simulation runs
- Analyze output data
- Simulation complete?
- YES
- NO
- Document and implement runs

Statement of the Objectives

- The initial stage of any scientific study, including a simulation project, requires an explicit statement of the objectives of the study. This should include the questions to be answered, the hypothesis to be tested, and the alternatives to be considered.

- Without a clear understanding and description of the problem, the chances of successful completion and implementation are greatly diminished. Also in this step, we address issues such as the performance criteria, the model parameters, and the identification and definition of the state variables.

- It is, of course, very likely that the initial formulation of the problem will undergo many modifications as the study proceeds and as we learn more about the situation being studied. Nevertheless, a clear initial statement of the objectives is essential.
Model Development and Data Collection

- The next stage is the development of the model and the collection of data.

- The development of the model is probably the most difficult and critical part of a simulation study.

- Here, we try to represent the essential features of the systems under study by mathematical or logical relations.

- There are a few firm rules to guide an analyst on how to go about this process.

- In many ways, this is as much an art as a science. However, most experts agree that the best approach is to start with a simple model and make it more detailed and complex as one learns more about the system.

Developing a Computer Program

- Having developed the model, we next put it into a form in which it can be analyzed on the computer.

- This usually involves developing a computer program for the model. One of the key decisions here is the choice of the language. As noted earlier, the special-purpose languages require less programming than the general-purpose languages but are less flexible and tend to require longer computer running times. In either case, the programming part of the study is likely to be a time-consuming process, since simulation programs tend to be long and complex.
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**Verification**

- Once the program has been developed and debugged, we determine whether the program is working properly.

- In other words, is the program doing what it is suppose to do?

- This process is called the **verification** step and is usually difficult, since for most simulations, we will not have any results with which to compare the computer output.

---

**Validation**

- If we are satisfied with the program, we now move to the validation stage.

- This is another critical part of a simulation study. In this step, we validate the model to determine whether it realistically represents the system being analyzed and whether the results from the model will be reliable.

- As with the verification stage, this is generally a difficult process. Each model presents a different challenge. However, there are some general guidelines that one can follow.
Validation (cont’d)

- If we are satisfied at this stage with the performance of the model, we can use the model to conduct the experiments to answer the questions at hand. The data generated by the simulation experiments must be collected, processed, and analyzed.

- The results are analyzed not only as the solutions to the model but also in terms of statistical reliability and validity. Finally, after the results are processed and analyzed, a decision must be made whether to perform any additional experiments.
Monte Carlo Simulation

♦ Started in the early 1940’s for the purpose of developing inexpensive techniques for testing engineering systems by imitating their real behavior.

♦ These methods are commonly called Monte Carlo simulation techniques.

Monte Carlo Simulation

♦ The principle behind the methods is to develop an analytical model, which is computer based, that predicts the behavior of a system. Then, the model is evaluated, and therefore the behavior is predicted, several times. Each evaluation (or called simulation cycle) is based on some randomly selected conditions for the input parameters of the system.
Monte Carlo Simulation

♦ Certain analytical tools are used to assure the random selection of the input parameters according to their respective probability distributions for each evaluation. As a result, several predictions of the behavior are obtained. Then, statistical methods are used to evaluate the moments and distribution type for the system’s behavior.

General Procedure

- The analytical and computational steps that are needed for performing Monte Carlo simulation are:
  - Definition of the system
  - Generation of random numbers
  - Generation of random variables
  - Evaluation of the model N times
  - Statistical analysis of the resulting behavior
  - Study of efficiency and convergence
System Definition

- The definition of the system should include its boundaries, input parameters, output (or behavior) measures, architecture, and models that relate the input parameters and architecture to the output parameters.

Generation of Random Numbers

- Random numbers are real values, if normalized using the largest possible value, result in real values in the range \([0,1]\).
- Random numbers have a uniform distribution on the range \([0,1]\).
- A set of random numbers should also satisfy the condition of non-correlation for the purpose of simulation use.
Generation of Random Numbers

- **Significance**
  - Their transformation into real values that follow any distribution of interest. They constitute the basis for random variable generation.

- **Types**
  - Mechanical
  - Tabulated
  - Computer based (recursive functions) using a seed

Table of Random Numbers in the Range \([0,1]\)

<table>
<thead>
<tr>
<th>Random Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.538246 0.181648 0.172614 0.450166 0.293027 0.030195 0.757836 0.915061</td>
</tr>
<tr>
<td>0.663357 0.368934 0.516388 0.656254 0.284258 0.906335 0.555287 0.885601</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.035771 0.935696 0.942473 0.942473 0.935696 0.942473 0.942473 0.935696</td>
</tr>
<tr>
<td>0.663357 0.368934 0.516388 0.656254 0.284258 0.906335 0.555287 0.885601</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.035771 0.935696 0.942473 0.942473 0.935696 0.942473 0.942473 0.935696</td>
</tr>
<tr>
<td>0.663357 0.368934 0.516388 0.656254 0.284258 0.906335 0.555287 0.885601</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.748794 0.932487 0.629916 0.629916 0.932487 0.629916 0.629916 0.932487</td>
</tr>
<tr>
<td>0.663357 0.368934 0.516388 0.656254 0.284258 0.906335 0.555287 0.885601</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.880006 0.669306 0.88441 0.371911 0.751341 0.128446 0.678079 0.514995</td>
</tr>
<tr>
<td>0.748794 0.932487 0.629916 0.629916 0.932487 0.629916 0.629916 0.932487</td>
</tr>
<tr>
<td>0.115441 0.207276 0.887832 0.812724 0.082743 0.399288 0.688814 0.585225</td>
</tr>
<tr>
<td>0.963389 0.543997 0.856496 0.707493 0.503949 0.489926 0.774467 0.248177</td>
</tr>
<tr>
<td>0.2436 0.537111 0.181388 0.610277 0.131852 0.131876 0.361814 0.582682</td>
</tr>
<tr>
<td>0.610196 0.41158 0.339972 0.080869 0.429448 0.82277 0.63269 0.803227</td>
</tr>
<tr>
<td>0.848375 0.043873 0.071429 0.713405 0.566201 0.71605 0.53662 0.357681</td>
</tr>
<tr>
<td>0.102922 0.201752 0.61727 0.416471 0.371492 0.633301 0.867578 0.483474</td>
</tr>
<tr>
<td>0.000326 0.912932 0.11385 0.3516 0.852807 0.626191 0.039676 0.581385</td>
</tr>
<tr>
<td>0.804184 0.356088 0.54875 0.480788 0.032959 0.906331 0.201263 0.706212</td>
</tr>
<tr>
<td>0.882049 0.966008 0.960047 0.800465 0.188225 0.123762 0.574147 0.512839</td>
</tr>
</tbody>
</table>
Generation of Random Variables

- Inverse Transformation Method
  - A random number \( u \) is first generated in the range \([0,1]\)
  - Then the value \( (x) \) of a generated continuous random variable, \( X \), is determined as follows:
    \[
    x = F_X^{-1}(u) = \text{the inverse of the cumulative distribution function of the random variable } X \text{ evaluated at } u.
    \]

Since the range of \( F_X(x) \) is in the range \([0,1]\), a unique value for \( x \) is obtained all the time in each simulation cycle.

Triangular Distribution

- Triangular Density Function

\[
\text{Density Value, } f_X(x)
\]

\[
\begin{align*}
X_L & \quad \text{X Value} \\
X_U &
\end{align*}
\]
Uniform Density Function

Cumulative Function

Illustration of inverse transformation
Normal Distribution

- For mean $\mu$ and standard deviation $\sigma$, the uniform variate is first transformed to the standard normal deviate $z$, which is then transformed to normal deviate $x$ by:

$$x = \mu + z \sigma$$

Normal Distribution (cont’d)

- Consider the case where the sample consists of the following:

  $U = \{0.82, 0.43, 0.71, 0.18, 0.66\}$

- To find the corresponding $z$ values, enter the standard normal table for a probability of 0.82, for example, and read the $z$ value ($z = 0.915$). Continuing for each $u_i$ value yields:

  $Z = \{0.915, -0.176, 0.556, -0.915, 0.413\}$

- Then use $x = m + z \sigma$ to obtain the values of $X$. 
Other Methods for Generating Random Variables

- Specialized
- Efficient
- Automated

Evaluation of Model

Substitute the generated input random variables ($X_i$) into an analytical model, $g(X)$ to predict a response $Y$. The model can be a simple education or a complex computer code.

$$Y = g(X_1, X_2, X_3, \ldots, X_n)$$

This process is repeated $N$ times.

- Noncorrelated random variables
- Correlated random variables
Statistical Analysis of Results

- **Mean response:**
  \[ \overline{Y} = \frac{1}{N} \sum_{i=1}^{n} Y_i \]

- **Variance:**
  \[ \text{Var}(Y) = \frac{1}{N-1} \left[ \sum_{i=1}^{N} Y_i^2 - \frac{1}{N} \left( \sum_{i=1}^{N} Y_i \right)^2 \right] \]

- **Variance of estimated mean:**
  \[ \text{Var}(\overline{Y}) = \frac{1}{N(N-1)} \left[ \sum_{i=1}^{N} Y_i^2 - \frac{1}{N} \left( \sum_{i=1}^{N} Y_i \right)^2 \right] \]